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                                                                     Stéphane Paltani, Roland Walter & co

Data:

3.9 Ms elapsed time
3 Ms open time (mostly 5x5 dithering)
1 Ms core programe (rectangular pattern)

1660 pointings (Rev. 0036–0464)
(10 pointings excluded)

Analysis:

Analysis performed with OSA 6
20-60 kev, to optimize sensitivity
Maximum effective exposure: ~ 775 ks

Selection: effective exposure > 10 ksec 

100 ks

700 ks

300 ks

500 ks

Coma

3C 273

S. Paltani and al.: Population properties of INTEGRAL/IBIS-selected AGN 5

Fig. 5. Flux resulting in a 1σ ’detection’, F1σ as a function of exposure
time in the normal (top) and the inverted (bottom) mosaics. The grey
line has a slope of −1/2 and the same normallization in both plots.

Fig. 6. Surface of the sky over which a given flux can be detected

4.3. The AGN hard X-ray luminosity function

The study of the AGN luminosity function from the sources
discovered in the mosaic is made difficult by the very uneven
sensitivity limit of the mosaic and the very small number of
sources, which precludes any binning. We therefore assume a
parametric form for the luminosity function to reduce the num-
ber of free parameters, and we determine the parameters using
a maximum-likelihood test, taking into account the very strong
variation of the sensitivity limit across the field. Considering the
list of sources in Table 1, we shall study the luminosity function
in the redshift bin 0 ≤ z ≤ 0.05 only (TBC).

We assume the usual distribution for the luminosity function
of AGN (e.g., RRRR):

Φ(L) =
Φ∗

(L/L∗)−α + (L/L∗)−β
, (1)

Fig. 7. logN–log S diagram of the sources from Table 2. The green
curve has a slope of -3/2. The blue curves show the Poisson counting
uncertainties.

Fig. 8. Histogram of the NH distributions for the sources from Table 2.
The black histogram shows sources with measured intrinsic NH or upper
limits. The colored histograms show the sources without NH measure-
ment that were (green) or were not (red) detected with ROSAT (see text);
these must be considered as upper limits.

where Φ∗ is the characteristic density in Mpc−3 units, and L∗ is
the characteristic luminosity around which the density distribu-
tion changes from a slope α to a slope β.

If we draw AGN at random, their redshifts z and locations
ra,dec on the sky will be distributed according to the volume
and their luminosities L will be drawn from a distribution with a
shape identical toΦ(L). The probability to observe a given object
is:

P(L, z, ra, dec) = . . . (2)

The likelihood function of the luminosity-functionparameter
can now be written using our sample of N = XXX AGN:

L(α, β, L∗) =

N
∏

i=1

P(Lobs,i;α, β, L
∗), (3)

the maximisation of L providing the maximum-likelihood esti-

mators of α, β and L∗. The constraint that
∫ ∞

L=0
P(L)dL = 1 makes

that the probability is independent of Φ∗, as already pointed out
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Image quality and source detection

Significance map:

Significance distribution: (exp > 10ks)

total number of pixels: 1916838
average: 0.0086±0.0008
σ width:  1.15 

Perfect gaussian fit  (Χ2υ=0.73)
No negative tail
1 pixel at -5.3σ, as expected 

Source detection:

1) select all pixels with signif. > 3
2) get excesses position and significance (psf fit)
3) remove duplicated entries

→34 excesses with signif. > 5.0
→18 excesses with signif. > 5.5

All excesses above 5.5σ are real sources 
75% of the excesses at 5.0σ are real sources
65% of the excesses at 4.5σ are real sources

4 out of the 34 selected sources could be spurious
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Fig. 2. Sky area covered by the mosaic as a function of the minimum
exposure time. The vertical dotted line indicates the minimum exposure
time of 104 s used in this study to minimize the effect of the systematics.

Fig. 3. Histogram of the pixels’ significance for the part of the mosaic
exposed for more than 10 ks. The red curve is a Gaussian fit to the part
of the histogram with σ ≤ 3.

value of 1. The centroid of the Gaussian distribution located at
0.0086, which, while very small, is significantly different from
the expected value of 0 at the ∼10σ level.

In the following, we shall completely discard the part of the
mosaic with exposure smaller than 10 ks.

3. Source extraction and selection

We build the candidate-source list from the mosaic by select-
ing all pixels in the mosaic with a significance larger than 3.
We use these pixels as starting points for the standard OSA flux-
extraction tool, mosaic spec. This tool fits a Gaussian peak in a
user-defined box centered around the input pixel. We used here a
small 12x12-pixel box to avoid that the fitted peak drifts towards
nearby, more significant peaks; This corresponds to 2.4 times the
point-spread function’s (PSF) FWHM. The Gaussian fit is per-
formed letting the centroid free, but fixing the Gaussian width to
the PSF of ISGRI, i.e. 6’. As a result, we obtain for each starting-
point pixel the coordinates of the peak, a flux, an exposure time
and a revised significance, determined by mosaic spec. As the
fits may converge several times on the same source, we used a

Fig. 4. Significance distribution of the pseudo-sources extracted from
the inverted mosaic. The thin line gives the distribution of the signifi-
cances (arbitrary normalization). The heavy line is the cumulative distri-
bution, and indicates the probability that the significance of an extracted
source is by chance larger than a given significance.

distance-based algorithm to remove multiple detections of the
same peak.

It happens occasionally that adjacent bumps in the mosaic
are fitted together, which increases spuriously the significance
of the candidate sources. At the same time, it makes the posi-
tion uncertainty increase. We verified that position uncertainty
decreases as the inverse of the source significance. The fake
sources appear as outliers of this relation, which we could then
identify and discard. In practice, we simply set an upper limit
of 4.5’ to the position uncertainty for sources with significance
larger than 5.

In order to determine the detection threshold for the candi-
date sources, we investigate the distribution of the peaks in the
inverted image, i.e. where the flux of each pixel has been multi-
plied by −1, using exactly the same approach as with the direct
mosaic. Fig. 4 compares the significance distribution of these
pseudo-sources. It is reasonably approximated with a Gaussian
distribution, although we cannot check quantitatively the agree-
ment using a Kolmogorov-Smirnov test, because the Gaussian
parameters are calculated from the data. The centroid of the
Gaussian is 4.09, and the sigma is about 0.49. Thus, using the
Gaussian approximation, one finds that the probability that an
excess found using this method has a significance larger than 4.5
is 20%. This figure falls to 3% for a significance of 5. However,
we find 10 pseudo-sources in the bins centered on 5.0 or above,
compared to the expected number of 6, which is marginally sig-
nificant, considering the small number of sources. In any case,
we observe that a significance of 5 corresponds approximately
to a probability of 95% that the source is real.

To determine the detection threshold as a function of expo-
sure time, we apply the same source-extraction algorithm to the
inverted mosaic. Fig. 5 shows the flux resulting in a 1σ ’detec-
tion’ as a function of exposure time for both the normal and the
inverted mosaics. No difference can be observed between the
two relations in the normal and inverted mosaics. The slope is
very close to the expected −1/2 relation, but there’s a small hint
of a steeper slope of −0.52. This may be the result of some sys-
tematic effects still being present in the less exposed parts of the
mosaic.



Sources

NGC 4388 79.9σ (S2) 
15 10-11 cgs  Δr=18”

M 87 5.08σ (RG) 
0.9 10-11 cgs  Δr=3.5’ 

1.3 deg



Log N – Log S

All excesses with significance > 5σ
Number of sources: 34
Log N – Log S fully compatible with -1.5 slope

All sources with significance > 5.5σ (18)
excluding 3c273 and Coma and all sources 
with signif. <5.5 and identified as Seyfert (6)

Number of sources: 22
Log N – Log S fully compatible with -1.5 slope

10 excesses with 5 < signif. < 5.5
a good fraction of them is real
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Source identification

18 sources with signif. > 5.5 :

12 are Seyfert AGNs
2 blazars
1 cluster
2 galaxies
1 Rosat source

16 sources with 5 < signif. < 5.5 :

8 correspond to AGNs
4 correspond to galaxies
4 correspond to X-ray/infrared/radio sources

Some sources with 4.5 < signif. < 5 and 
interresting counterparts were also selected 
for follow-up observations
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Table 1. Properties of the sources detected in the mosaic. Tentative identifications are in italics.

Num. Name RA Dec Pos. error Identification Class Exposure σ
J2000.0 arc min s

1 IGR J12291+0203 12 29 07 + 2 03 03 0.20 3C 273 Blazar 699 100 97.69
2 IGR J12258+1240 12 25 46 +12 39 45 0.35 NGC 4388 Seyfert 2 278 664 79.90
3 IGR J12106+3925 12 10 34 +39 24 39 0.43 NGC 4151 Seyfert 1.5 21 845 42.77
4 IGR J12396−0521 12 39 37 − 5 21 02 1.64 NGC 4593 Seyfert 1 726 431 38.03
5 IGR J12562−0547 12 56 12 − 5 46 33 1.70 3C 279 Blazar 629 183 10.98
6 IGR J12392−1612 12 39 10 −16 11 41 1.61 LEDA 170194 Seyfert 2 249 172 10.64
7 IGR J12595+2755 12 59 28 +27 54 53 2.07 Coma cluster Gal. cluster 429 197 10.42
8 IGR J12233+0241 12 23 21 + 2 41 05 1.82 MRK 50 Seyfert 1 636 864 9.69
9 IGR J12226+0414 12 22 36 + 4 13 34 1.96 4C 04.42 Blazar 590 488 9.68
10 IGR J13092+1137 13 09 10 +11 37 26 1.78 NGC 4992 XBONG 185 410 9.66
11 IGR J12390−2719 12 38 57 −27 18 57 2.06 MCG−04−30−007 Seyfert 2 34 443 8.98
12 IGR J13383+0434 13 38 17 + 4 33 51 2.59 NGC 5252 Seyfert 1.5 58 992 7.54
13 IGR J12185+2948 12 18 28 +29 48 27 2.52 NGC 4253 Seyfert 1.5 211 282 6.71
14 IGR J13225−1645 13 22 29 −16 44 41 2.95 MCG−03−34−064 Seyfert 1.8 112 932 6.55
15 IGR J13041−0533 13 04 05 − 5 32 52 2.77 NGC 4941 Seyfert 2 534 821 6.13
16 IGR J12299+0305 12 29 53 + 3 04 57 3.67 1RXS J123013.6+030258 X-ray source 677 378 5.92
17 IGR J12069−1448 12 06 54 −14 47 42 3.59 2MASX J12065497−1446335 Galaxy 147 802 5.60
18 IGR J13042−1020 13 04 13 −10 19 58 3.14 NGC 4939 Seyfert 2 414 987 5.52

19 IGR J12174−0131 12 17 27 − 1 31 19 4.20 FIRST J121735.9−013001 Radio source 616 797 5.49
20 IGR J12011+0649 12 01 03 + 6 48 43 3.23 LEDA 37894 Seyfert 2 286 255 5.49
21 IGR J13415+3023 13 41 32 +30 23 24 3.50 MRK 268 Seyfert 2 189 232 5.43
22 IGR J12042−0756 12 04 11 − 7 55 44 3.79 LEDA 157316 Galaxy 311 550 5.38
23 IGR J12070+2535 12 07 03 +25 34 57 3.42 IRAS 12046+2554 Galaxy 141 198 5.37
24 IGR J13133−1109 13 13 17 −11 08 34 3.59 1RXS J131305.9−110731 Seyfert 1 308 838 5.36
25 IGR J12060+3818 12 06 02 +38 17 48 3.96 2MASX J12055104+3819308 Infrared 23 423 5.26
26 IGR J13517−0042 13 51 44 − 0 42 27 4.09 2QZ J135123.9−004513 QSO 40 371 5.21
27 IGR J12130+0701 12 13 01 + 7 01 22 2.86 NGC 4180 Seyfert 2 420 061 5.20
28 IGR J11457−1827 11 45 41 −18 27 29 3.44 1H 1142−178 Seyfert 1 30 405 5.10
29 IGR J12172+0710 12 17 09 + 7 09 33 3.31 NGC 4235 Seyfert 1 455 089 5.09
30 IGR J12136−0527 12 13 37 − 5 26 53 3.84 1RXS J121353.4−053000 X-ray source 509 473 5.08
31 IGR J12310+1221 12 31 00 +12 21 28 3.57 NGC 4486 Radiogalaxy 299 332 5.08
32 IGR J11225−0419 11 22 31 − 4 19 17 5.07 2MASX J11222455−0416096 Galaxy 21 144 5.05
33 IGR J13353−1113 13 35 17 −11 13 10 3.96 NVSS J133453−111300 Radio source 106 440 5.04
34 IGR J11427+0854 11 42 40 + 8 54 29 3.92 2MASX J11424200+0852251 Galaxy 68 842 5.03

4. Properties of the hard X-ray sources

Table 1 lists the sources detected in the mosaic together with
their identifications and basic properties, when available.

We calculate the source flux by fitting a standard AGN spec-
trum template to the 20-60 keV count rates extracted from the
mosaic. We adopted a cut-off power-law with a slope Γ = 1.9
and a cut-off energy EC = 100 keV. We tested different choices
of model parameters, for instance changing Γ by ±0.1 or set-
ting EC to 50 keV or above 100 keV; the difference in flux has
been found to be about 5%, which can be considered negligible
here. We find that a count rate of 1 s−1 corresponds to a flux of
4.95 10−11 erg s−1 cm−2. When redshift information is available,
luminosity is then derived by calculating the luminosity distance,
using H0 = 70 km s

−1 Mpc−1.

4.1. logN–log S diagram

Figure 7 shows the logN–log S diagram of the sources detected
in the mosaic. The faintest flux is slightly more than 0.6 10−11 erg
s−1 cm−2, which is the faintest sensitivity limits in the mosaic. At
this flux limit, the source surface density is 0.04 ± 0.012 deg−2.
The slope is in quite good agreement with the expected −3/2
slope, the weakly significant excess at low flux being explained
by the fact that some of the brightest objects in the field (3C 273

and NGC 4388 in particular) were targetted, and therefore not
selected at random.

4.2. NH distribution

We searched the literature for previous X-ray measurements of
the identified sources in the mosaic, in order to quantify their
intrinsic hydrogen column density NH distribution. For some
objects, no absorption is detected beyond that originating from
galactic hydrogen column density. In these case, we list upper
limits, or, when it is stated that NH is compatible with galac-
tic NH, we use the galactic NH as an upper limit. We note that,
our field being extragalactic, these pseudo upper limits are al-
ways of the order of 1020 cm−2. We found unpublished spec-
tra for two objects, MCG−03−34−064, which has been ob-
served by Chandra, and LEDA 37894, which was observed by
SWIFT/XRT. We analyzed these two data sets and obtained NH
measurements, which we list in Table 1.

When no adequate X-ray measurement exists, we check
whether there is a counterpart in the ROSAT all-sky survey
bright source catalogue (RASS-BSC, revision 1RXS ?). This
catalogue is quasi-complete over the full sky down to a flux of
0.05 cts s−1 in the 0.1–2.4 keV band. Using the web version of

z = 2.14

WILL SOON
BE PUBLISHED



Absorbed sources

NH distribution:

17 sources with observed NH
6 sources with NH derived from Rosat count rates
11 sources without Rosat counterpart

Sources with NH >1022 cm-2           54-68%
Compton thick sources                  < 29%

NH distribution with luminosity:

6 sources lack a redshift
No correlation between NH and L20-100keV
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Fig. 5. Flux resulting in a 1σ ’detection’, F1σ as a function of exposure
time in the normal (top) and the inverted (bottom) mosaics. The grey
line has a slope of −1/2 and the same normallization in both plots.

Fig. 6. Surface of the sky over which a given flux can be detected

4.3. The AGN hard X-ray luminosity function

The study of the AGN luminosity function from the sources
discovered in the mosaic is made difficult by the very uneven
sensitivity limit of the mosaic and the very small number of
sources, which precludes any binning. We therefore assume a
parametric form for the luminosity function to reduce the num-
ber of free parameters, and we determine the parameters using
a maximum-likelihood test, taking into account the very strong
variation of the sensitivity limit across the field. Considering the
list of sources in Table 1, we shall study the luminosity function
in the redshift bin 0 ≤ z ≤ 0.05 only (TBC).

We assume the usual distribution for the luminosity function
of AGN (e.g., RRRR):

Φ(L) =
Φ∗

(L/L∗)−α + (L/L∗)−β
, (1)

Fig. 7. logN–log S diagram of the sources from Table 2. The green
curve has a slope of -3/2. The blue curves show the Poisson counting
uncertainties.

Fig. 8. Histogram of the NH distributions for the sources from Table 2.
The black histogram shows sources with measured intrinsic NH or upper
limits. The colored histograms show the sources without NH measure-
ment that were (green) or were not (red) detected with ROSAT (see text);
these must be considered as upper limits.

where Φ∗ is the characteristic density in Mpc−3 units, and L∗ is
the characteristic luminosity around which the density distribu-
tion changes from a slope α to a slope β.

If we draw AGN at random, their redshifts z and locations
ra,dec on the sky will be distributed according to the volume
and their luminosities L will be drawn from a distribution with a
shape identical toΦ(L). The probability to observe a given object
is:

P(L, z, ra, dec) = . . . (2)

The likelihood function of the luminosity-functionparameter
can now be written using our sample of N = XXX AGN:

L(α, β, L∗) =

N
∏

i=1

P(Lobs,i;α, β, L
∗), (3)

the maximisation of L providing the maximum-likelihood esti-

mators of α, β and L∗. The constraint that
∫ ∞

L=0
P(L)dL = 1 makes

that the probability is independent of Φ∗, as already pointed out



Cosmic X-ray background synthesis

With the current source identification, the INTEGRAL 
deep exposure data are compatible with synthesis 
models of the X-ray background (Gilli, Comastri & 
Hasinger, 2007)

New source identification and NH determination 
(observations going on with Chandra) will soon allow 
to obtain better constrains
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Fig. 16. The fraction of obscured AGN observed in different X-ray
surveys as a function of 2–10 keV limiting flux compared with the
model predictions. The upper (lower) curve and datapoints refer to
the fraction of obscured AGN with log NH > 22 (log NH > 24).
Datapoints have been collected from the CDFS (open triangle and star,
Tozzi et al. 2006), CDFN (filled triangles, Barger et al. 2005), XMM-
Lockman Hole (cross, Mainieri et al. 2002), HELLAS2XMM (filled cir-
cles, Perola et al. 2004), Piconcelli et al. (2003) sample (filled squares),
Piccinotti et al. (1982) sample (open square). The NH measurements
for the Piccinotti et al. (1982) sample have been drawn from Shinozaki
et al. (2006).

Bassani et al. 2006). While the quoted fractions should be taken
with the due care since the INTEGRAL AGN samples are still
incomplete, they nonetheless are in good agreement with those
measured at similar fluxes and for a similar waveband (15–
200 keV) in the first Swift/BAT AGN catalog (Markwardt et al.
2006), which on the contrary is about 90% complete.

By considering the X-ray properties of the unidentified
sources, the number of Compton-thick AGN in the first
Swift/BAT catalog is estimated to be between 3 and 6, which
translates into a fraction of 7–14%.

We computed the log N − log S relations expected from our
baseline model m2 in the Swift/BAT band, as well as the ex-
pected fractions of obscured sources. At a limiting flux of 3 ×
10−11 cgs in the 15–200 keV band, i.e. the limiting flux of the
BAT AGN catalog, about 65% of the AGN are obscured by
log NH > 22 and about 15% are Compton-thick, in excellent
agreement with the observations (see Fig. 17).

8.2. Spectral distribution

An interesting feature of having assumed a spectral index dis-
tribution is that the expected average spectral index is a func-
tion of the survey limiting flux. This can be easily understood
by looking at Fig. 8, where the log N − log S for unobscured
AGN with different spectral slope is plotted. Due to the different
K-corrections, at bright X-ray fluxes sources with harder spec-
trum are detected more easily, while at fainter fluxes, where most
of the sources in the XLF are being sampled, the observed distri-
bution approaches the assumed, intrinsic one. In Fig. 18 we show
the spectral distribution expected at different 2–10 keV fluxes for
unobscured AGN. While at fluxes below 10−13 cgs the average

Fig. 17. The fraction of obscured sources as a function of the
15–200 keV limiting flux predicted by the baseline model m2. The up-
per and lower curves refer to the fraction of objects with log NH > 22
and log NH > 24, respectively. Datapoints show the corresponding frac-
tions found in the first Swift/BAT AGN catalog. While the datapoints
with solid errorbars show the actually measured fraction, datapoints
with dotted errorbars assume that most of the unidentified sources are
obscured.

Fig. 18. The spectral distribution of unobscured AGN to be observed at
different 2–10 keV limiting fluxes as predicted by model m2. At very
faint fluxes (∼10−17 cgs) all the sources can be detected and the observed
distribution coincides with the intrinsic one (filled squares) with 〈Γ〉 =
1.9 and σΓ = 0.2.

expected slope is Γ = 1.7−1.8, the spectral distribution progres-
sively moves towards steeper values at fainter fluxes, until it ex-
actly overlaps with the assumed input one at very faint fluxes
∼10−17 cgs.

This expected trend can be checked against the properties
of sources detected in surveys at different limiting fluxes, pro-
vided that the photon statistics in the observed X-ray spectra is

Follow-up 
observations 

will reduce the 
uncertainties

SW
IF

T
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Fig. 15. a): The cosmic XRB spectrum and predicted contribution from the population of Compton-thin AGN. The different XRB measurements
are explained on the top left: different instruments on board HEAO-1 (Gruber 1992; Gruber et al. 1999); ASCA GIS (Kushino et al. 2002); ROSAT
PSPC (Georgantopoulos et al. 1996); two different measurements by XMM (Lumb et al. 2002; De Luca & Molendi 2003); ASCA SIS (Gendreau
et al. 1995); BeppoSAX (Vecchi et al. 1999); RXTE (Revnivtsev et al. 2003). At E > 100 keV the plotted datapoints are from HEAO-1 A4 MED
(red triangles: Gruber 1992; Gruber et al. 1999; shaded area: Kinzer et al. 1997); balloon experiments (blue triangles, Fukada et al. 1975); SMM
(green circles, Watanabe et al. 1997). The blue errorbar at 0.25 keV is from shadowing experiments by Warwick & Roberts (1998). Also shown are
the XRB fractions resolved by Worsley et al. (2005) in the Lockman Hole (red diamonds), CDFS (cyan crosses) and CDFN (black crosses). The
resolved fraction in the CDFS as measured by Tozzi et al. (2001a) is also shown (gold datapoints). Solid lines refer to the contribution of different
AGN classes according to model m2. Unobscured AGN, obscured Compton-thin AGN, total AGN plus galaxy cluster are shown with a red, blue
and magenta curve, respectively. b): Same as the previous panel but including also the contribution of Compton-thick AGN (black line).

and Chandra. We will address the issue of the XRB spectral in-
tensity in the Discussion.

Having constrained the space density of Compton-thick
AGN with the fit to the XRB, the source counts in the 0.5–2 keV,
2–10 keV and 5–10 keV can be computed for the entire
AGN population. Although Compton-thick AGN provide a mea-
surable contribution only at very faint fluxes (see Figs. 9–11), it
is interesting to look at the behaviour of their log N − log S in
more detail. In the soft band (see Fig. 9) the curves for mildly and
heavily Compton-thick AGN coincide since i) their space den-
sity is the same and ii) they have the same K-correction. Indeed,
since the spectrum of mildly and heavily Compton-thick AGN
is the same (reflection dominated) up to ∼10 keV (see Fig. 1),
the 0.5–2 keV band is sampling an identical continuum even
for sources at high redshift (up to z ∼ 4). In the 2–10 keV
and 5–10 keV band instead the curves for mildly Compton-
thick and heavily Compton-thick sources show significant differ-
ences: at very bright fluxes, above ∼10−12 cgs, where only local
sources are visible, the log N− log S curves of the two Compton-
thick classes coincide because in the 2–10 keV rest frame band
their spectrum is dominated by the same reflection continuum
(Fig. 1). On the contrary, at fainter fluxes, ∼10−14−10−15 cgs,
where more distant sources can be detected, the surface density
of mildly Compton-thick AGN appears about twice that of heav-
ily Compton-thick AGN because of the stronger K-correction
produced by the transmitted continuum (Fig. 1).

8. Additional constraints

8.1. The observed fractions of obscured
and Compton-thick AGN

There is strong evidence, obtained combining deep and shal-
low surveys over a broad range of fluxes, of an increasing frac-
tion of obscured AGN towards faint fluxes (see e.g. Piconcelli
et al. 2003). This general trend was expected and predicted by

AGN synthesis models. However, the very steep increase in
the observed ratio from bright to faint fluxes is poorly repro-
duced by models where the obscured to unobscured AGN ratio
does not depend on X-ray luminosity (see Comastri 2004, for
a review), while it is best fitted by assuming that the obscured
AGN fraction increases towards low luminosity and/or high red-
shifts (La Franca et al. 2005).

We compare the observed fraction of AGN with log NH > 22
with the model predictions in Fig. 16. The choice of an absorp-
tion threshold at log NH > 22 rather than at log NH > 21 provides
a more solid observational constraint, given the uncertainties in
revealing mild absorption in sources at moderate to high redshift
and/or with low photon statistics (Tozzi et al. 2006; Dwelly et al.
2005). The model curve is able to reproduce the steep increase
of the absorbed AGN fraction from about 20–30% at<∼10−13 cgs,
i.e. at the flux level of ASCA and BeppoSAX medium sensitiv-
ity surveys, to 70–80% as observed at 5 × 10−15 cgs in the deep
Chandra fields. Recently, Tozzi et al. (2006) performed a de-
tailed X-ray spectral analysis of the CDFS sources, identifying
14 objects, i.e. about 5% of the sample, as likely Compton-thick
candidates. As shown in Fig. 16, this measurement is found to be
in excellent agreement with the fraction of Compton-thick AGN
predicted by our model at that limiting flux. These results con-
firm that below 10 keV the large population of Compton-thick
sources is poorly sampled even by the deepest surveys.

Very recently the first statistically well defined samples of
AGN selected at energies above 10 keV have become avail-
able. The first release of AGN catalogs detected by the IBIS
(20–100 keV band) and ISGRI (20–40 keV band) instruments
on board INTEGRAL (Bird et al. 2006; Beckmann et al. 2006)
includes about 40–60 objects. At the bright fluxes sampled by
INTEGRAL (a few times 10−11 cgs in the 20–40 keV band),
about two thirds of the identified AGN are absorbed by a col-
umn density in excess of log NH > 22 and about 10–15%
have been found to be Compton-thick (Beckmann et al. 2006;



Conclusions/Perspectives
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Fig. 5. Flux resulting in a 1σ ’detection’, F1σ as a function of exposure
time in the normal (top) and the inverted (bottom) mosaics. The grey
line has a slope of −1/2 and the same normallization in both plots.

Fig. 6. Surface of the sky over which a given flux can be detected

4.3. The AGN hard X-ray luminosity function

The study of the AGN luminosity function from the sources
discovered in the mosaic is made difficult by the very uneven
sensitivity limit of the mosaic and the very small number of
sources, which precludes any binning. We therefore assume a
parametric form for the luminosity function to reduce the num-
ber of free parameters, and we determine the parameters using
a maximum-likelihood test, taking into account the very strong
variation of the sensitivity limit across the field. Considering the
list of sources in Table 1, we shall study the luminosity function
in the redshift bin 0 ≤ z ≤ 0.05 only (TBC).

We assume the usual distribution for the luminosity function
of AGN (e.g., RRRR):

Φ(L) =
Φ∗

(L/L∗)−α + (L/L∗)−β
, (1)

Fig. 7. logN–log S diagram of the sources from Table 2. The green
curve has a slope of -3/2. The blue curves show the Poisson counting
uncertainties.

Fig. 8. Histogram of the NH distributions for the sources from Table 2.
The black histogram shows sources with measured intrinsic NH or upper
limits. The colored histograms show the sources without NH measure-
ment that were (green) or were not (red) detected with ROSAT (see text);
these must be considered as upper limits.

where Φ∗ is the characteristic density in Mpc−3 units, and L∗ is
the characteristic luminosity around which the density distribu-
tion changes from a slope α to a slope β.

If we draw AGN at random, their redshifts z and locations
ra,dec on the sky will be distributed according to the volume
and their luminosities L will be drawn from a distribution with a
shape identical toΦ(L). The probability to observe a given object
is:

P(L, z, ra, dec) = . . . (2)

The likelihood function of the luminosity-functionparameter
can now be written using our sample of N = XXX AGN:

L(α, β, L∗) =

N
∏

i=1

P(Lobs,i;α, β, L
∗), (3)

the maximisation of L providing the maximum-likelihood esti-

mators of α, β and L∗. The constraint that
∫ ∞

L=0
P(L)dL = 1 makes

that the probability is independent of Φ∗, as already pointed out

An ultra deep (107s) extragalactic field :

• Seems technically possible (where will systematics start ?)
• Reaches 0.3 source/deg2, no confusion
• ~100 sources down to 10-12 erg s-1 cm-2

• GC not the right choice: confusion & systematics

• Study of the faint end of the luminosity function
• Probing AGN evolution is behind INTEGRAL capabilities 

unless there are surprises
• Study the average source spectrum
• Study the high energy spectra of 3C 273, NGC 4348

• If INTEGRAL does not do it, there is no hope to probe that 
parameter space for the next 15-20 years

• It is probably a mistake to split the exposure time in several 
fields, however with yearly AO, this is likely to happen
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Fig. 16. The fraction of obscured AGN observed in different X-ray
surveys as a function of 2–10 keV limiting flux compared with the
model predictions. The upper (lower) curve and datapoints refer to
the fraction of obscured AGN with log NH > 22 (log NH > 24).
Datapoints have been collected from the CDFS (open triangle and star,
Tozzi et al. 2006), CDFN (filled triangles, Barger et al. 2005), XMM-
Lockman Hole (cross, Mainieri et al. 2002), HELLAS2XMM (filled cir-
cles, Perola et al. 2004), Piconcelli et al. (2003) sample (filled squares),
Piccinotti et al. (1982) sample (open square). The NH measurements
for the Piccinotti et al. (1982) sample have been drawn from Shinozaki
et al. (2006).

Bassani et al. 2006). While the quoted fractions should be taken
with the due care since the INTEGRAL AGN samples are still
incomplete, they nonetheless are in good agreement with those
measured at similar fluxes and for a similar waveband (15–
200 keV) in the first Swift/BAT AGN catalog (Markwardt et al.
2006), which on the contrary is about 90% complete.

By considering the X-ray properties of the unidentified
sources, the number of Compton-thick AGN in the first
Swift/BAT catalog is estimated to be between 3 and 6, which
translates into a fraction of 7–14%.

We computed the log N − log S relations expected from our
baseline model m2 in the Swift/BAT band, as well as the ex-
pected fractions of obscured sources. At a limiting flux of 3 ×
10−11 cgs in the 15–200 keV band, i.e. the limiting flux of the
BAT AGN catalog, about 65% of the AGN are obscured by
log NH > 22 and about 15% are Compton-thick, in excellent
agreement with the observations (see Fig. 17).

8.2. Spectral distribution

An interesting feature of having assumed a spectral index dis-
tribution is that the expected average spectral index is a func-
tion of the survey limiting flux. This can be easily understood
by looking at Fig. 8, where the log N − log S for unobscured
AGN with different spectral slope is plotted. Due to the different
K-corrections, at bright X-ray fluxes sources with harder spec-
trum are detected more easily, while at fainter fluxes, where most
of the sources in the XLF are being sampled, the observed distri-
bution approaches the assumed, intrinsic one. In Fig. 18 we show
the spectral distribution expected at different 2–10 keV fluxes for
unobscured AGN. While at fluxes below 10−13 cgs the average

Fig. 17. The fraction of obscured sources as a function of the
15–200 keV limiting flux predicted by the baseline model m2. The up-
per and lower curves refer to the fraction of objects with log NH > 22
and log NH > 24, respectively. Datapoints show the corresponding frac-
tions found in the first Swift/BAT AGN catalog. While the datapoints
with solid errorbars show the actually measured fraction, datapoints
with dotted errorbars assume that most of the unidentified sources are
obscured.

Fig. 18. The spectral distribution of unobscured AGN to be observed at
different 2–10 keV limiting fluxes as predicted by model m2. At very
faint fluxes (∼10−17 cgs) all the sources can be detected and the observed
distribution coincides with the intrinsic one (filled squares) with 〈Γ〉 =
1.9 and σΓ = 0.2.

expected slope is Γ = 1.7−1.8, the spectral distribution progres-
sively moves towards steeper values at fainter fluxes, until it ex-
actly overlaps with the assumed input one at very faint fluxes
∼10−17 cgs.

This expected trend can be checked against the properties
of sources detected in surveys at different limiting fluxes, pro-
vided that the photon statistics in the observed X-ray spectra is

Conclusions :

• Sensitivity is limited by statistics up to 106s
• 9 out of 34 sources have unclear identification, work is on going
• 11 out of 34 sources do not have any soft X-ray detection
• Log N – log S is as expected
• For now, the fraction of absorbed and Compton thick AGNs are as expected


